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Abstract

The aim of the present paper is to examine the effects of a constant magnetic field on the thermal instability of a two-
dimensional stagnation point flow. First, it is shown that a basic flow, described by an exact solution of the full Navier–
Stokes equations exists under some conditions relating the orientation of the magnetic field in the plane of motion to the
obliqueness of free stream. The stability of the basic flow is then investigated in the usual fashion by making use of the
normal mode decomposition. The resulting eigenvalue problem is solved numerically by means of a pseudo spectral
collocation method based upon Laguerre�s functions. The use of this procedure is warranted by the exponential damp-
ing of disturbances far from the boundary layer and the appropriate distribution of the roots of Laguerre�s polynomials
to treat boundary layer problems. It is found through the calculation of neutral stability curves that magnetic field acts
to increase the stability of the basic flow.
� 2005 Elsevier Ltd. All rights reserved.
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1. Introduction

Magnetic fields are used in many practical situations
that involve electrically conducting fluids in motion, like
a liquid metal, electrolyte or plasma; they may substan-
tially influence the fluid motion by interacting with the
electric current induced in the fluid. Magnetic fields are
employed, for example, to drive flows, induce stirring,
levitation or to control heat transfer and turbulence.
In the following, our concern is with the influence of a
constant magnetic field on the convective flow near a
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two-dimensional stagnation point. We refer to this flow
as the Hiemenz flow in hydromagnetics. Let us recall
that boundary layer flow associated to a free stream
impinging perpendicularly on a flat plate was first inves-
tigated by Hiemenz [1], who found an exact solution
which is named after him. The mathematically attrac-
tive feature of the Hiemenz flow in hydromagnetics,
unlike that in the classic Hiemenz flow, is that it repre-
sents, under some conditions, an exact solution of the
incompressible continuity, energy and Navier–Stokes
equations. Many aspects of the problem at hand have
been discussed in the past [2–4], because of their occur-
rence in industrial applications such as nuclear engineer-
ing in connection with the cooling of reactors, heat
exchangers design or cooling of electronic devices. As
in many other configurations, magnetohydrodynamic
ed.
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mechanisms affect not only the convective motion of the
fluid, but also the stability of the flow. We are not aware
of any work for this question in spite of its crucial
importance.

In the absence of buoyancy and magnetic forces, it
seems that this problem were first considered by Görtler
[5] who derived the disturbance equations for the Hie-
menz flow. These equations were studied by Hammerlin
[6] who demonstrated that plane stagnation flow can
sustain three-dimensional disturbances. The algebraic
decay required at upstream infinity leads to solutions
having a continuous spectrum of spanwise wavenumber.
Hammerlin�s result seems unsatisfactory because a un-
ique eigenvalue would be expected. Kestin and Wood
[7] conjectured that the inconclusive nature of Hammer-
lin�s investigation is the result of the Hiemenz�s idealiza-
tion where the normal velocity component remains
everywhere proportional to the normal coordinate. In
the real case this velocity component starts out with that
property but tends continuously to a constant value at
upstream infinity. With this modification and by includ-
ing certain small terms associated with the curvature of
the wall, they predict the existence of a disturbance of
unique wavelength corresponding to a regularly distrib-
uted system of counter rotating vortices. This result
agrees well with their experimental observations and is
fully consistent with the vortical structures exhibited in
the flow visualization studies of Hodson and Nagib [8]
and Sadeh and Brauer [9]. The problem was re-examined
by Wilson and Gladwell [10], who argued that the rem-
edy given by Kestin and Wood [7] is irrelevant and the
correct solution may be derived from the disturbance
equations proposed by Görther [5] together with a more
stringent boundary condition at infinity. Wilson and
Gladwell [10] proposed that the disturbance quantities
must decay exponentially far upstream and they found
then a discrete wave spectrum corresponding to stable
solutions. Lyell and Huerre [11] developed linear and
nonlinear analysis by using Galerkin expansion where
the trial functions are the eigenfunctions of the potential
stagnation point. They showed that the solution calcu-
lated by Wilson and Gladwell [10] constitutes the least
damped mode of an infinite number of stable modes,
and found that the linearly stable flow can be destabi-
lized by disturbances of sufficiently high level. Nonlinear
instability of Hiemenz flow was also found by Kerr and
Odd [12] who, moreover, gave a new class of steady solu-
tions to the Navier–Stokes equations, consisting in a
periodic array of counter rotating vortices with the axes
aligned with the streamwise direction. Nonlinearity is in
fact one of the multiple mechanisms which may destabi-
lize the stagnation point flow. For example, the intro-
duction of unsteadiness into the mean flow is found by
Thompson and Manly [13] to be a source of instability.
The effect of blowing and the superposition of a suffi-
cient crossflow in the free stream are also found by Hall
et al. [14] to destabilize the stagnation point flow. When
buoyancy alone is taken into account, computations of
Chen et al. [15] have revealed that thermal excitation
generates three-dimensional disturbances when the Ray-
leigh number exceeds some critical value. These authors
found that the critical Rayleigh number and the critical
wavenumber are relatively insensitive to the Prandtl
number, when defined on the basis of the thermal
boundary layer lengthscale. These findings remain qual-
itatively unchanged when obliqueness of the free stream
[16] and the relative direction of buoyancy forces [17] are
taken into account.

In the present contribution our main interest is with
the interplay between magnetic and buoyancy forces.
It will be shown that these mechanisms act to oppose
each other; buoyancy is to destabilize the flow whereas
magnetic effects are to increase its stability.
2. Analysis

2.1. Equations of fluid motion

We consider an electrically conducting fluid imping-
ing obliquely on a hot flat plate, kept at a constant tem-
perature Tw, and lying in the (x�,z�) plane which can be,
without loss of generality, considered horizontal. The y�

axis is normal to the plate and pointing towards the
flow. The latter is submitted to the action of an external
uniform magnetic field B, arbitrarily oriented in the
(x�,y�) plane as shown on Fig. 1. In addition to the usual
MHD (magnetohydrodynamic) approximations, we will
assume that the magnetic Reynolds number which is a
measure of the ratio of magnetic convection to magnetic
diffusion, is much less than unity. This indicates that the
magnetic field is practically unmodified by the flow,
whereas the former can control the latter very strongly
on a laboratory scale. Further, we will assume that the
induced electric field is negligible (see Appendix A). This
corresponds to the case where no energy is added to
(or extracted from) the fluid by electrical means. So,
the electric term is not included in the relevant equations
and only the applied magnetic field plays a role.
Moreover, Joule heating and Hall effects are ignored.
Hence, making use of the Boussinesq approximation,
the equations of mass, momentum and energy conserva-
tion may be expressed, in terms of the temperature T

and velocity v, as

r � v ¼ 0 ð1Þ

vt þ ðv � rÞvþrp
q

¼ mr2v� gbðT � T1Þ

þ r
q
ðv ^ BÞ ^ B ð2Þ

T t þ ðv � rÞT ¼ m
Pr

r2T ð3Þ



Fig. 1. Schematic representation of the problem.
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to be solved with the boundary conditions

vðx�; 0Þ ¼ 0; T ðx�; 0Þ ¼ T w ð4Þ
vðx�; y�Þ ¼ veðx�; y�Þ; T ðx�; y�Þ ¼ T1

as y� ! 1 ð5Þ

Here, p is the pressure, g is the gravity field, T1 is the
ambient temperature, q, m, b, r and Pr are the constant
physical properties of the fluid, namely the mean
density, kinematic viscosity, coefficient of thermal
expansion, electrical conductivity and Prandtl number,
respectively. Finally, ve = (ax� + by�,�ay�, 0)t indicates
the external velocity which can be interpreted as a com-
bination of a linear shear flow, with constant shear stress
b, parallel to the streamwise direction and a potential
stagnation point flow characterized by the constant a.

2.2. The basic flow

In order to seek a basic, steady and two-dimensional
solution, Eqs. (1) and (2) can be advantageously rewrit-
ten using stream function formalism. Taking the curl of
Eq. (2) allows to eliminate the pressure and the follow-
ing set of equations is then obtained.

wyðr2wÞx � wxðr2wÞy �r2ðr2wÞ þ Grhx

þ Ha2ðsin2dwxx þ sin 2dð Þwxy þ cos2dwyyÞ ¼ 0 ð6Þ
r2hþ Prðwxhy � wyhxÞ ¼ 0 ð7Þ

The boundary conditions take the form

wðx; 0Þ ¼ wyðx; 0Þ ¼ hðx; 0Þ � 1 ¼ 0 ð8Þ

hðx;1Þ ¼ 0;wðx; yÞ ¼ xy sin cþ 1

2
y2 cos c

as y ! 1 ð9Þ

The above equations are, for convenience, phrased in
terms of dimensionless variables. Distances (along the
plate and normal to it) and time are scaled using the fac-
tors ‘ = m1/2(a2 + b2)�1/4 and (a2 + b2)�1/2, respectively.
The streamfunction w is referred to m and the scaled tem-
perature is defined by h = (T � T1)/(Tw � T1). The
angle c such that c = arctan(a/b) gives the obliqueness
of the external flow, which is related to the angle / at
which w vanishes as y ! 1 by c = arctan(tanu/2).
The parameters in the problem are the Hartmann num-
ber Ha2 = rjBj2‘2/l where l is the magnetic permeabil-
ity of the fluid and Gr = jgjb(Tw � T1)‘3/m2. The
present scaling, defined on the basis of the viscous scale
length, is suitable for situations where the thermal
boundary layer thickness is larger than the dynamic
one. It is the case when the Prandtl number is small.
The viscous scale remains appropriate as long as Pr is
not too large (of order unity). However, since the insta-
bility is originated by buoyancy, a normalization based
on the thermal boundary layer scale length (‘Pr�1/3)
rather than the viscous scale length should be more suit-
able, especially for large Pr. The advantage of working
with the dimensionless number Gr is that it may be inter-
preted as a Grashof number related to the scale length ‘
as well as a Rayleigh number based on the thermal scale
‘Pr�1/3. For these reasons, it constitutes a relevant indi-
cation for the problem at hand, especially for small and
large Prandtl numbers. The relevance of this parameter
was demonstrated by the numerical calculations of Chen
et al. [15], who found that the critical value of Gr for the
onset of instability tends to a finite limit as Pr !1. To
find basic solution to Eqs. (6)–(9), we exploit the under-
lying linearity, with respect to the streamwise coordi-
nate, of the external stream function. Thus, the
following forms are introduced:

wðx; yÞ ¼ xf ðyÞ þ gðyÞ
hðx; yÞ ¼ hðyÞ

�
ð10Þ

Once these expressions are reported in Eqs. (6)–(9), one
is led, after some manipulation, to a set of ordinary dif-
ferential equations governing the functions f, g and h.

f 0000 þ ff 000 � ðf 0 þ Ha2cos2dÞf 00 ¼ 0 ð11Þ
g0000 þ fg000 � Ha2cos2dg00 � f 00g0 ¼ Ha2 sinð2dÞf 0 ð12Þ
h00 þ Prfh0 ¼ 0 ð13Þ
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to be solved together with the boundary conditions

f ð0Þ ¼ gð0Þ ¼ f 0ð0Þ ¼ g0ð0Þ ¼ 0; hð0Þ ¼ 1 ð14Þ
f 0ð1Þ ¼ sin c; g00ð1Þ ¼ cos c; hð1Þ ¼ 0 ð15Þ

where the prime denotes differentiation with respect to y.
Eq. (11) indicates that the parallel component of the
magnetic field would have no effect on the Hiemenz�s
component of the flow. The so called tangential compo-
nent of the flow would be driven not only by the
obliqueness of the external flow but also by magnetic
forces, provided that d5 0 mod(p/2). Several situations
may then arise depending on whether these two mecha-
nisms act to either favor or oppose each other. The phe-
nomenon is physically similar to that described in [17] by
taking into account buoyancy forces induced by the
inclination of the plate with respect to the horizontal.
Eq. (11) may be integrated once, leading to

f 000 þ ff 00 þ ðsin2c� f 02Þ þ Ha2cos2dðsin c� f 0Þ ¼ 0

ð16Þ

The integration constant is determined by taking the
limit y !1 and using the prescribed boundary condi-
tion. Performing a change of variables Y = y(sinc)1/2,
f(y) = (sinc)1/2F(Y), Eq. (16) takes the form

F 000 þ FF 00 þ 1� F 02 þ eHa2ð1� F 0Þ ¼ 0

F ð0Þ ¼ F 0ð0Þ ¼ 0; F 0ð1Þ ¼ 1
ð17Þ

where the incidence of the free stream is dropped,eHa2 ¼ Ha2cos2d= sin c is a modified Hartmann number
(it is assumed that sinc 5 0). Now we let Y–C0, C0 being
a real constant to be determined numerically by solving
(17), be the asymptotic behavior of F for large Y. Then
setting g(y) = G(Y)/sinc and integrating once Eq. (12)
yields

G000 þ FG00 � ðF 0 þ eHa2ÞG0 ¼ Ha2 sinð2dÞF þ C2

Gð0Þ ¼ G0ð0Þ ¼ 0; G00ð1Þ ¼ cos c
ð18Þ

Performing the limit Y !1, Eq. (18) takes the form

C2 ¼ ðY � C0Þ cos c� 1þ eHa2� �
Y cos c

� Ha2ðY� C0Þ sinð2dÞ
The term in Y must be zero in order that C2 be a con-

stant; this gives

cos dð2 sin d sin cþ cos d cos cÞ ¼ 0 ð19Þ
This means that the assumed form of solution does

really exist if and only if the foregoing geometrical con-
ditions (19) holds. Under that condition, one obtains

C2 ¼ ðHa2 sinð2dÞ � cos cÞC0

and hence, Eq. (18) becomes

G000 þ FG00 � ðF 0 þ eHa2ÞG0

¼ Ha2 sinð2dÞðF þ C Þ � C cos c ð20Þ
0 0
The case cosd = 0 naturally does not present any
interest because magnetic effects would not affect the
flow. Then the relation (19) becomes

cot cþ 2 tan d ¼ 0 ð21Þ

which means that, for a given incidence of the free
stream, a basic flow exists in the form (10), provided
that the orientation of the magnetic field is so that
d = �arctan(1/2cotc) mod p. We observe that (i) the
parallel component of the flow and heat transfer are
fully enslaved to its Hiemenz�s component, (ii) the
linearity of Eq. (20) allows to decompose the func-
tion G into two pieces, G ¼ Ha2 sinð2dÞG1 þ cos cG2, so
that

G000
1 þ FG00

1 � ðF 0 þ eHa2ÞG0
1 ¼ F þ C0

G1ð0Þ ¼ G0
1ð0Þ ¼ 0; G00

1ð1Þ ¼ 0
ð22Þ

G000
2 þ FG00

2 � ðF 0 þ eHa2ÞG0
2 ¼ �C0

G2ð0Þ ¼ G0
2ð0Þ ¼ 0; G00

2ð1Þ ¼ 1
ð23Þ

Hence taking (21) into account, the basic stream
function writes

wðx; yÞ ¼ xðsin cÞ1=2F ðY Þ þ cot c G2ðY Þ � eHa2G1ðY Þ
h i

ð24Þ
2.3. Formulation of the eigenvalue problem

The strong dependence of the basic state on x in the
problem at hand does not permit introduction of eigen-
modes in x, in general. However, the introduction of the
element of infinite extent in the spanwise direction to
model the problem permits considering the flow as homo-
geneous in this direction. Consequently, an eigenmode
ansatz may be introduced in z. Given in addition that
the temporal and spatial operators in Eqs. (1)–(5) are sep-
arable, disturbance quantities may be represented by

q̂ðx; y; z; tÞ ¼ Re Q̂ðx; yÞ expðikzþ xtÞ
n o

ð25Þ

where Q̂ ¼ ðeu; v̂; ŵ; p̂; ĥÞt are complex amplitude func-
tions of three-dimensional small disturbances that are
periodic in z. A solution q(x,y,z, t) to Eqs. (1)–(5) is then
decomposed, in the usual way, into

qðx; y; z; tÞ ¼ qbðx; yÞ þ q̂ðx; y; z; tÞ ð26Þ

where qb = (u,v, 0,p,h)t indicating the basic flow. The
linear stability analysis consists in determining the com-
plex wave numbers and frequencies of the waves that the
system supports. In most stability studies either a purely
temporal or spatial instability approach is taken. In the
spatial (temporal) analysis, the frequency (wavenumber)
is real and the wavenumber (frequency) is allowed to be
complex. The limitations of adopting a purely spatial or
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temporal instability analysis were made clear with the
introduction of the concepts of absolute and convective
instability. It seems [18] that the choice of a temporal or
spatial analysis can only be fixed after the behavior of
both the wave number and frequency have been studied
in the complex plane and the convective or absolute
character of the instability has been determined. In the
problem at hand it is customary to focus attention on
temporal instability and in general it is assumed that x
is real. This assumption was verified by previous numer-
ical investigations by allowing x to be complex.
Therefore, the marginal stability corresponds to a trans-
critical bifurcation (x = 0) with exchange of stability be-
tween two fixed points. However, this is not a general
result. Indeed, Hall et al. [14] obtained complex values
for x by adding a crossflow. Both stationary and travel-
ing crossflow disturbances were observed in experiments
by Poll [19] and found numerically by Malik et al. [20] in
a swept Hiemenz flow. Another interesting feature of the
stability problem is that if special class of self similar
solution analogous to (10) is considered for the dis-
turbance amplitudes, a one dimensional eigenvalue
problem is obtained. This observation, introduced by
Görtler [5] and Hammerlin [6] for reasons of mathemat-
ical evidence, was analyzed by Hall et al. [14] and by
Brattkus and Davis [21], who concluded that these
modes were less stable compared to other modes. This
so called Görtler model was extended for three-dimen-
sional stability analysis by Criminale et al. [22] and
Theofilis et al. [23]. In the problem at hand, unfortu-
nately, it is easy to show that three-dimensional distur-
bances which have the same underlying similarity as
the basic flow are no longer suitable to the analysis,
for arbitrary c and d, since the resulting perturbation
equations do not admit this class of disturbances as
eigensolutions. In order that this form of solution works
yet, we must take sind = 0 which yields, in view of Eq.
(21), cosc = 0. Therefore, in connection with this, we
will restrict ourselves to the Hiemenz�s flow. Further-
more, it has been demonstrated [16,17] that the stability
problem for the orthogonal case is qualitatively identical
to the stability problem for the oblique case. There is yet
no reasons to believe that this will not also be true for
the hydromagnetic case, although this still needs to be
verified. Hence, substituting the decomposition (26) into
the incompressible continuity, energy and momentum
equations yields, after linearization around the base
state qb

~ux þ v̂y þ ŵz ¼ 0 ð27Þ
ðL�r2 þ ux þ Ha2Þ~uþ uy � v̂þ p̂x ¼ 0 ð28Þ

ðL�r2 � uxÞv̂þ p̂y � Gr � ĥ ¼ 0 ð29Þ

ðL�r2 þ Ha2Þŵþ p̂z ¼ 0 ð30Þ

ðL�r2=PrÞĥþ hy v̂ ¼ 0 ð31Þ
Homogeneous boundary conditions are required on
y = 0 and as y !1, here L denotes the linear operator
ot + uox + voy. Then using (25) and retaining the prop-
erty of self similarity for the perturbation amplitudes

Q̂ðx; yÞ ¼ xûðyÞ; v̂ðyÞ; ŵðyÞ; p̂ðyÞ; ĥðyÞ
h it

ð32Þ

the above system yields, after the elimination of the pres-
sure p̂ and transverse component of the velocity from
Eqs. (27) and (30), an eigenvalue system of the form

L̂� 3F 0 �F 00 0

L̂D L̂ðD2 � k2Þ � k2Ha2 �k2Gr

0 �Prh0 D2 þ PrFD� k2

0BB@
1CCA

û

v̂

ĥ

0B@
1CA

¼ x

1 0 0

D D2 � k2 0

0 0 Pr

0B@
1CA û

v̂

ĥ

0B@
1CA ð33Þ

where D = d/dy and L̂ ¼ D2 þ FDþ ðF 0 � k2 � Ha2ÞId,
with Id being the identity operator.

This system is to be solved numerically in order to
determine the eigenvalue x along with the correspond-
ing eigenfunctions û; v̂ and ĥ as functions of the spanwise
wave number k for the three parameters characterizing
the overall fluid system and the base state, Gr, Pr and
Ha. At marginality, corresponding to x = 0, only for
some characteristic values of Gr will the problem allow
a non trivial solution for given k, Pr and Ha. Once the
critical conditions have been determined and the eigen-
solutions, which are defined modulo a multiplicative
constant, representing the relevant variables of the mar-
ginal secondary flow calculated, the enslaved variables
can be deduced from Eqs. (27) and (30). One obtains:

ŵ ¼ �Imðûþ v̂0Þ=k
p̂ ¼ ImðL̂� F 0Þŵ=k

ð34Þ
2.4. Computational method

In order to approximate the solution of the differen-
tial eigenvalue system to be solved and incorporate its
exponential damping at infinity, we shall use a pseudo
spectral method based on expansion by Laguerre�s func-
tions, i.e., Laguerre�s polynomials Ln(y) multiplied by a
decaying exponential. So, truncating the expansion after
a finite number N of terms, an approximation fN of a
function f is thought in the form UN(y)exp(�y) with
UN being a polynomial of degree at most N and forced
to fulfill the linear system at collocation nodes which
are selected to be the zeroes of LN(y). Several methods
are available for their computation. In the Appendix
B, the yk are shown to be the eigenvalues of a certain
matrix deduced from the well known recurrence
formula. In spite of a ‘‘bad’’ value of the Lebesgue
constant associated to the set yk having y0 = 0 as point
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of accumulation, correct result may be obtained for the
approximation of functions possessing a certain rate of
decay at infinity. Details about theory and numerical
experiments and suggestions concerning the improve-
ment of practical performances can be found in Madey
et al. [24]. Some indications for numerical evaluations
of the polynomial UN are given below. We first express
UN in terms of Lagrange polynomials Gk(y) with respect
to the nodes yk

UN ðyÞ ¼
XN
k¼1

GkðyÞUN ðykÞ ð35Þ

where UN(yk), k = 1, . . .,N are unknown coefficients to
be determined.

The incorporation of the homogenous boundary con-
dition on UN at y0 yields:

GkðyÞ ¼
yLN ðyÞ

ykðy � ykÞ dLN
dy ðykÞ

ð36Þ

The values of the first derivative of UN(y) at yk may be
related to the set UN(yk) from the formula (35). Further-
more the basic tool for the computation is the differential
operator DN in the space of polynomials of degree N.

DNUN ðykÞ ¼
XN
n¼1

dknUN ðynÞ ð37Þ

The entries dkn are given in the Appendix C. Similarly
to (37), we get for higher derivatives:

Dm
NUN ðykÞ ¼

XN
n¼1

dm
knUN ðynÞ ð38Þ

The entries dm
kn of the matrix associated to the opera-

tor Dm
N of order m can be deduced directly by successive

derivation of (35) or more conveniently by successive
application of the operator DN according to (37). The
latter needs the introduction of the polynomial
G0(y) = LN(y). Taking into account the homogenous
boundary condition on Dv̂ at y0 = 0, we get the follow-
ing expression:

d2
kn ¼

PN
l¼1dkld ln; if D2

N is applied to v̂PN
l¼0dkld ln; otherwise

(

d3
kn ¼

XN
l¼1;m¼0

dkmdmld ln

d4
kn ¼

XN
l¼1;p¼0;m¼0

dkmdmpdpld ln

ð39Þ

In other words, introducing the N · N square matri-
ces D0 and eD by the entries dk0d0n and dkn (n 5 0,
k5 0), respectively, the relations (39) express that the
matrix eD is associated toDN, eD2

or eD2 þ D0 is associated
to D2

N whether it is applied to v̂ or not, ðD0 þ eD2ÞeD and
ðd00I þ eDÞD0

eD þ ðD0 þ eD2ÞeD2
are associated to D3

N and
D4
N respectively. Making use of (39), the discretization

procedure transforms the original differential eigenvalue
problem into an algebraic eigenvalue problem expressed
in terms of discretization matrices A1 and A2 such that

A1ðk; Pr;Gr;HaÞUN ¼ xA2ðk; PrÞUN ð40Þ

The problem is posed as a linear generalized eigen-
value problem for x. In order that a nontrivial solution
exists, the matrix A1 � xA2 must be singular. This al-
lows to compute the x spectrum for any combination
of parameters k, Gr, Pr and Ha. The basic flow is then
temporally unstable or stable whether there exists at
least one positive eigenvalue or not. Instability occurs
only above some level of heating given by the lowest
value of Gr, obtained by varying the wavenumber, which
cancels detA1 at marginality.
3. Results and discussion

The stability characteristics of the flow are calculated
by inverting the generalized algebraic eigenvalue prob-
lem using a standard IMSL subroutine. The results to
be reported in this section are obtained by varying Ha

and Pr. In order to achieve a satisfactory convergence,
checks on the influence of the truncation level N were
performed in terms of its effects on the basic flow and
on the location of the critical conditions for the onset
of instability. This showed that the accuracy of the
numerical scheme can be improved by increasing the
number of collocation nodes. However, higher accuracy
is achieved at the expense of a significant increase in
computational time. At least two decimal-point accu-
racy has been required in all of the numerical experi-
ments. This accuracy is achieved by successively
increasing N; convergence is assumed to be reached
when further increase in N yields no further improve-
ment in accuracy. A typical convergence test is displayed
in Fig. 2 where the absolute value of the error DGrc in
the critical Grashof number is plotted versus the number
of polynomials for various Ha and Pr. One can see that
(i) the number of required polynomials increases by
increasing Pr and Ha. This is in accordance with the fact
that an increase in Pr and Ha reduces the boundary
layer thickness; therefore a greater number of terms is
needed in order to avoid spurious nodes and preserve
the prescribed accuracy. (ii) Moderate values of these
parameters (Pr = 0.7 and Ha2 = 10) required only up
to 40 terms while greater values (Pr = 7 and Ha2 = 20)
required more than 60 terms. An overview of the stabil-
ity properties of the basic flow can be seen from the se-
quence of neutral stability curves displayed in Fig. 3 for
(a) a typical value of Ha and varying values of Pr, (b) a
typical value of Pr and varying values of Ha. Overall,
these curves clearly depict that the onset conditions of
instability are significantly affected by magnetic forces.
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Specifically, the transition to secondary flow in the pres-
ence of magnetic forces occurs at a critical Grashof
number that may be several times greater than the crit-
ical value for classical Hiemenz flow. For fixed value
of Pr, results are qualitatively similar, indicating regular
stabilization of the flow by magnetic forces and slight
variations in the shape of the stability boundaries. For
a given value of Ha, the instability region in the (k,Gr)
plane is always and wholly contained in that corre-
sponding to a smaller value of Ha. Fixing Ha and vary-
ing Pr globally produces an inverse effect; i.e., increasing
Pr leads to the expansion of the instability region. As far
as the onset of instability is concerned, a better global
picture is provided by Fig. 4 showing (a) the critical
Grashof number and (b) the wave number of the least
stable mode, as functions of Pr and Ha. For a given
Ha, one can observe from Fig. 4a that (i) Grc grows very
rapidly as Pr! 0, i.e., a little change in Pr greatly acts
upon the instability threshold. (ii) The change in Grc be-
comes imperceptible to the change in Pr as Pr ! 1.
This observation is quite in accordance with the use of
Gr as a relevant parameter for thermal instability, even
in presence of magnetic forces. (iii) Grc reaches a mini-
mum value (say Grc = (Grc)m for Pr = Prm) and varies
slowly with Pr in an intermediate region, between a
lower bound which is of unit order for all Ha and an
upper one which depends on Ha. In that region, the ef-
fect of increasing Pr is destabilizing or stabilizing,
depending on whether it is smaller or greater than the
value Prm previously introduced. This threshold which
marks the change in the qualitative influence of Pr is
close to unity for Ha = 0 and becomes larger with an in-
crease in Ha. It can be expected that the physical mean-
ing of the first two observations is related to the nature
of the instability. For small values of Pr, thermal distur-
bances are prone to be dissipated as well as hydrody-
namic disturbances. In other words, this means that
buoyancy forces are sufficient to overcome inertia forces
which make the system more stable. A greater amount
of heating is therefore needed to destabilize the basic
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flow. On the other hand, as Pr increases the dissipation
is reduced and the tendency to the destabilization is in-
creased. The existence of the minimum value (Grc)m
associated to Prm and therefore the non monotone de-
crease of Grc with Pr is apparently surprising. One ex-
pects that increasing Pr must produce a regular
destabilization of the flow. A possible reason for this
apparent anomaly is that the Grashof number does
not quite constitute a relevant indication of thermal
instability for intermediate value of Pr. A more suitable
parameter must not only coincide with Gr for small and
large values of Pr, but also would be such that its critical
value decreases regularly by increasing Pr. This param-
eter would be a result of another scaling based on an
intermediate scale length, between the viscous and ther-
mal scales. Also, it can be seen from Fig. 4a that the ef-
fects of magnetic forces are to delay the onset of thermal
instability. This is in conformity with the fact that mag-
netic and inertia forces act to favour each other and
therefore Pr must be more important in order to in-
crease thermal convection. Fig. 4b shows that both Pr

and Ha act to increase the critical wavenumber. In fact
the influence of sufficiently large values of Pr on kc,
may be simply expressed by introducing the thermal
scale length. The variations of the corresponding critical
wavenumber kcPr�

1
3 are reported in Fig. 4c. It is shown

that the rescaled critical wavenumber does no longer de-
pend on Pr for sufficiently large value of this parameter.

Results for the least stable and the most unstable
branches are plotted in Fig. 5 which shows the temporal
growth rate x versus the wavenumber for Pr = 0.7 and
two selected values of Ha2 when (a) the thermal excita-
tions are not yet sufficient to give rise to instability,
i.e., Gr < Grc and (b) the instability threshold is crossed,
i.e., Gr > Grc. It is seen that an increase in Hartmann
number leads to the attenuation of the most unstable
and the least stable modes. This confirms that the effect
of Hartmann number is to increase the stability of the
flow. The stabilizing effect of magnetic field is obvious
for values of k greater than approximately k = 0.5 and
more effective just beyond k = 0.5; so it clearly plays a
role in determining the k value where the growth rate
peaks, selecting the wavelength of the most unstable
mode.

Now, we calculate the steady secondary flow which
arises from the transcritical bifurcation of the basic state
at marginality in order to better understand the influ-
ence of Hartmann number on the onset of instability.
Since, the equations and boundary conditions are homo-
geneous, the solution is determined apart from an arbi-
trary multiplicative factor that has to be made definite
by imposing a normalization condition. We choose this
to be w(y3) = 0.5. The eigenfunctions of the critical
mode, with and without magnetic field, are displayed
in Fig. 6. We observe that the amplitudes of the velocity
and temperature disturbances exhibit similar profiles in
presence or not of magnetic field. This mean that,
qualitatively, magnetic field does not significantly affect
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the secondary flow. In addition, theses profiles are rela-
tively smooth which confirms that the number of collo-
cations nodes used was sufficient. Most importantly,
note that the effect of magnetic field is to reduce, as it
can be expected, all of the eigenfunctions, and hence
to oppose to the thermal instability.
4. Conclusion

The new insight into the study of two-dimensional
hydromagnetic stagnation point flow gained by the re-
sults presented herein can be summarized as follows.
First, it has been found that the direction of the applied
magnetic field must be related to the obliqueness of the
outer stream in order that an exact similarity solution
exists for the basic flow. Regarding the stability prob-
lem, only that of the orthogonal flow can be described
by the special class of self similar disturbances. In this
case, increasing magnetic effects yields (i) the decrease
of the temporal growth rate of the most unstable mode
and of the least stable one, (ii) more important critical
Grashof number for the onset of instability, (iii) the
reduction of the region of instability in the (k,Gr) plane.
This demonstrates the regularly stabilizing effects of
magnetic forces.
Appendix A

The assumption of small magnetic Reynolds numbers
allows us to neglect the induced magnetic field and yields
curlE = 0. We have supposed as well that there is no ex-
cess charge density, which implies that the electric field is
conservative (divE = 0). In addition to these two equa-
tions, the electric field must satisfy the following bound-
ary conditions:

(i) E = 0 along conducting boundaries provided that
there is no prescribed polarization voltage (no
electric potential jump between conducting
boundaries).

(ii) along insulator boundaries, one has Jn = 0 (the
index n indicates the normal component) which
gives either En = 0 in the viscous fluid side owing
to the adhesion condition or En + (ve^B)n = 0
when using the impermeability condition at the
frontier of the inviscid fluid flow. In the latter
case, observing that the velocity ve is tangential
to the boundary yields En = 0 when B is parallel
to ve or when the flow is two-dimensional, as it
is the case in the problem at hand. In these condi-
tions E = 0 is the unique solution for the electrical
equations.
Appendix B

The roots yk of the Nth order Laguerre polynomial
may be computed by solving the following eigenvalue
problem.

M � Lk ¼ yk � Lk

where

M¼

1 �1

�1 � �
� � � 0

� � �
�n 2nþ1 �ðnþ1Þ

� � �
0 � � �

� � 1�N

1�N 2N�1

2666666666666666664

3777777777777777775
and

Lk ¼ fL0ðykÞ; ...; LN�1ðykÞg
t

This is deduced from the well known recurrence
formula

�nLn�1ðyÞ þ ð2nþ 1� yÞLnðyÞ � ðnþ 1ÞLnþ1ðyÞ ¼ 0

by putting y = yk, n = 0,1, . . .,N � 1 and making use of
L�1(y) = 0 and LN(yk) = 0.
Appendix C

The derivation with respect to y of (36) gives:

dGn

dy
ðyÞ ¼

dLN

dy
ðyÞ; n ¼ 0

1

ðy � ynÞ dLN
dy ðynÞ

y
yn

dLN

dy
ðyÞ � LN ðyÞ

y � yn

� �
n ¼ 1; . . . ;N

8>>>>><>>>>>:
By setting y = yk, we get

dk0 ¼
�N ; k ¼ 0

� N
ykLN�1ðykÞ

; k ¼ 1; . . . ;N

8<:

dknðn ¼ 1; � � � ;NÞ ¼

1

NynLN�1ðynÞ
; k ¼ 0

1

yk � y
LN�1ðykÞ
LN�1ðynÞ

; k 6¼ 0; k 6¼ n

1þ yk
2yk

; k ¼ n

8>>>>>>><>>>>>>>:
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